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• Strong AI Lab is led by Professor 
Michael Witbrock, at the 
intersection of machine learning, 
reasoning, and natural language 
understanding, with an additional 
focus on achieving the best social 
and civilisational impacts of 
increasingly powerful AI.

https://www.ai.ac.nz/sail/



Motivation

• Existing language models are challenged to effectively perform complex 
logical reasoning in natural language, particularly when confronted with 
unbalanced distributions of reasoning depths in multi-step and more real-
world logical reasoning datasets. 

• One main reason existing language models struggle with complex natural 
language reasoning is the lack of real-world, complex natural language 
reasoning datasets, and it is challenging to obtain reliable data from the web 
for building expansive training datasets. 

• Furthermore, when large language models come out, they demonstrate 
evident improvement on the public logical reasoning datasets like ReClor, 
LogiQA and LogiQAv2, but whether this means those large language models 
have strong and robust logical reasoning ability remains to be seen. 
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Multi-Step Deductive Reasoning Over 
Natural Language: An Empirical Study 
on Out-of-Distribution Generalisation

Authored by: Qiming Bao1, Alex Yuxuan Peng1, Tim Hartill1, Neşet Özkan Tan1, Zhenyun Deng1, Michael 
Witbrock1, Jiamou Liu1 

1Strong AI Lab, NAOInstitute, Waipapa Taumata Rau - The University of Auckland
The 2nd International Joint Conference on Learning & Reasoning and 16th International Workshop on Neural-
Symbolic Learning and Reasoning (IJCLR-NeSy 22)

https://arxiv.org/abs/2207.14000
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Symbolic Logic Programs

• Symbolic logic expresses logical statements and expressions in 
symbols and variables instead of natural language.

• An example of logic programs expressed in Prolog [1] 

       , where variables are notated in capital letters.
     , where constants are in lower case. 
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[1] Programming in Prolog: Using the ISO standard, Clocksin, 2012



Symbolic Logic Programs
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[1] Cingillioglu, N. et al., 2018. DeepLogic: Towards End-to-End Differentiable Logical Reasoning, AAAI-MAKE19.



Natural Language Reasoning

• In natural language reasoning, logical statements are expressed in natural 
language instead of symbols.

• The semantics of logic, such as propositional logic and first-order 
logic.

• Diversity and flexibility of natural language, such as polysemy, a 
paraphrase of sentences. 

• Reasoning obtain unknown information based on existing information. 
Deductive reasoning: Given premise and rules to derive the conclusion.
Inductive reasoning: Given premise and conclusion to derive rules.
Abductive reasoning: Given rules and conclusion to derive premise.
More examples can be found in [1] and [2].
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.
[2] Young, N. et al. 2022. AbductionRules: Training Transformers to Explain Unexpected Inputs. The finding of ACL.



Example for Natural Language Reasoning
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[1] Clark, P., et al. 2020. Transformers as Soft Reasoners over Language, IJCAI 2020.



Example for Natural Language Reasoning
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[1] Clark, P., et al. 2020. Transformers as Soft Reasoners over Language, IJCAI 2020.



Example for Natural Language Reasoning
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[1] Clark, P., et al. 2020. Transformers as Soft Reasoners over Language, IJCAI 2020.



Example for Natural Language Reasoning

Strong AI Lab 11

[1] Clark, P., et al. 2020. Transformers as Soft Reasoners over Language, IJCAI 2020.



Research Gap
• Existing models, including DeepLogic and other RNN-based baseline models, 

have room for improvement in their reasoning abilities over natural language.
• We found existing models are not good at out-of-distribution (OOD) 

generalisation, in three scenarios:
• When the model is trained on data with shallow reasoning depths and tested on data 

with deeper reasoning depths.
• When the model is trained on synthetically generated data and tested on data 

paraphrased by human.
• When the model is trained on unshuffled data and tested on shuffled data.

• Existing multi-step deductive reasoning datasets like PARARULES and 
CONCEPTRULE V1 and V2 have unbalanced distributions over the reasoning 
depths. Only a small portion of the datasets require deep reasoning 
(2<=Depth<=5).
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Model Overview
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Word-level Embedding

• The input to the network consists of a context and a statement.
• The input sequence is represented using GloVe [1] word 

embeddings.
• The concatenated representations of context and statement will 

be fed into the gated recurrent unit (GRU).

Strong AI Lab 14

[1] Pennington, et al., 2014. Glove: Global vectors for word representation, EMNLP. 



Iteration

• The iteration process is from the DeepLogic [1]. The iteration step 
consists of attending to the rules, computing a new state using 
each rule and the old state.

• To apply a rule, we use another recurrent neural network called 
the inner GRU unifier that processes every literal of a given rule. 
The inner GRU unifier needs to learn unification between 
variables and constants as well as how each rule interacts with 
the current state.
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[1] Cingillioglu, N. et al., 2018. DeepLogic: Towards End-to-End Differentiable Logical Reasoning, AAAI-MAKE19.



Gate Attention

• Dynamic Memory Network+ [1] achieved 100% test accuracy by using 
gate attention on bAbI deductive reasoning task (Task-15), which gave 
us the idea of integrating Gate Attention into DeepLogic. GRU can use 
gate attention to update the internal state.
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[1]  Xiong, C., et al., 2016. Dynamic Memory Networks for Visual and Textual Question Answering, ICML.



Established Baselines - RNNs & PLM

• We have three baseline models that we borrowed from the bAbI task 
leaderboard. We also set DeepLogic as one of the baseline methods, 
and then we have a Transformer-based model RoBERTa-Large as a 
baseline model. We use glove.6B.zip [4] as the word vector 
representation for the RNN-based models.

• Long short-term memory (LSTM, 1997) [1] (The baseline method on bAbI 
dataset), 

• Dynamic Memory Network (DMN, 2016) [2] (One of the first paper use 
Attention in the memory network), 

• Memory Attention Control networks (MAC, 2018) [3] (A classical method from 
memory network). 
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[1] Hochreiter, et al. 1997. Long short-term memory, 
[2] Kumar, et al. 2016. Ask me anything: Dynamic memory networks for natural language processing, ICML 
[3] Hudson, et al. 2018. Compositional attention networks for machine reasoning, ICLR.
[4] Pennington, et al. 2014. Glove: Global vectors for word representation, EMNLP.
[5] Liu, Y. et al., 2019. Roberta: A robustly optimized bert pretraining approach. arxiv.



CONCEPTRULE vs CONCEPTRULE V2
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Hartill, T., CONCEPTRULE, https://drive.google.com/file/d/1lxoAvtcvqVCYiO8e3tENnrTQ1NNVtpjs/view
Hartill, T., CONCEPTRULE V2, https://drive.google.com/file/d/1lOCbW8bfZxj1RIzKDxn8xKg99XyYNj7z/view



Dataset Description
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Dataset Description
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



A Sample for Negation as Failure (NAF)
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[1] Peter Clark, et al. 2020. Transformers as Soft Reasoners over Language, IJCAI 2020.



Experiment Result
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Experiment Result
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Experiment Result
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Experiment Result
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.



Experiment Result
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[1] Bao, Q. et al., 2022. Multi-Step Deductive Reasoning Over Natural Language: An Empirical Study on Out-of-Distribution Generalisation. IJCLR-NeSy.
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Useful Links
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Project code

Our PARARULE-Plus has been collected by LogiTorch.AI and OpenAI/Evals, which is a tool that integrates different 
natural language logical reasoning models and a platform that collects datasets not effectively covered by 
ChatGPT-3.5/4.

Welcome for more discussion and collaboration!

LogiTorch.ai PARARULE-Plus dataset collected by 
OpenAI/Evals



Enhancing Logical Reasoning of Large Language Models through Logic-
Driven Data Augmentation

Authored by: Qiming Bao1,2, Alex Yuxuan Peng1, Zhenyun Deng3, Wanjun Zhong4, Gaël Gendron1, Timothy 
Pistotti1, Neşet Tan1, Nathan Young1, Yang Chen1, Yonghua Zhu1, Paul Denny5, Michael Witbrock1, Jiamou Liu1

   1Strong AI Lab, NAOInstitute, Waipapa Taumata Rau - The University of Auckland
   2Xtracta, New Zealand
   3Department of Computer Science and Technology, University of Cambridge, The United Kingdom
   4School of Computer Science and Engineering, Sun Yat-Sen University, China
   5School of Computer Science, The University of Auckland, New Zealand
The first edition of the Symposium on Advances and Open Problems in Large Language Models (LLM@IJCAI'23)

https://arxiv.org/abs/2305.12599



Outline
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• Background
• System Architecture
• Experiment Results
• Conclusion and Future Work



Research Gap
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• Enabling pre-trained large language models (LLMs) to reliably perform logical 
reasoning is an important step towards strong artificial intelligence [1].The lack of 
available large real-world logical reasoning datasets means that LLMs are usually 
trained on more general corpora or smaller ones that do not generalise well. 

• Logical reasoning is extremely important for solving problems in a robust, faithful 
and explainable way [2] [3], but because logical reasoning is complex for humans 
to understand and difficult to use for constructing data, there is exceptionally 
limited data. This implies that a scarcity of labeled datasets for logical reasoning 
persists in real-world scenarios. Consequently, it is not surprising that these pre-
trained language models exhibit shortcomings in logical reasoning [4].

[1] Chollet, F. (2019). On the measure of intelligence. arXiv preprint arXiv:1911.01547.
[2] Riegel, R., Gray, A., Luus, F., Khan, N., Makondo, N., Akhalwaya, I. Y., ... & Srivastava, S. (2020). Logical neural networks. arXiv preprint arXiv:2006.13155.
[3] Bansal, A., Schwarzschild, A., Borgnia, E., Emam, Z., Huang, F., Goldblum, M., & Goldstein, T. (2022). End-to-end Algorithm Synthesis with Recurrent Networks: Extrapolation 
without Overthinking. Advances in Neural Information Processing Systems, 35, 20232-20242.
[4] Yu, F., Zhang, H., & Wang, B. (2023). Nature language reasoning, a survey. arXiv preprint arXiv:2303.14725.



Abstract Meaning Representation
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Logical Reasoning Tasks
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α = you have keyboarding skills.
β = you are able to use a computer.
γ = you are able to write your essays using a word 
processing program.

Context: ¬ α → ¬ β, ¬ β → ¬ γ
Option A: ¬ γ → ¬ α
√ Option B: γ → α + (β → α,  γ → β)  using contraposition law
Option C: ¬ γ → ¬ β
Option D: α → γ

A natural language logical reasoning reading 
comprehension example from ReClor[1].

Convert the natural language into logic symbols.

https://whyu.me/reclor/



Logical Equivalence Laws 
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System Architecture
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Construct positive and negative samples
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System Architecture
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System Architecture
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Case Study
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Experiment Results
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Experiment Results
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https://github.com/Strong-AI-Lab/PARARULE-Plus
https://github.com/openai/evals/pull/651



Experiment Results
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Human Evaluation 
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We randomly select 20 samples which are composed of pairs of two sentences from the generated sentences 
using our AMR-LDA and LReasoner-LDA to conduct a survey. We select 45 participants anonymously. We evaluate 
the sentences from two aspects. 
• The first is which sentence is logically equivalent to the original sentence. 
• The other one is which sentence is more fluent. 
From our survey, 63.92% and 76.44% people select the sentences generated by AMR-LDA as the more correct 
logical equivalence sentences and more fluent sentences than the sentences generated by LReasoner-LDA, 
respectively.

The human evaluation has been approved by the University of Auckland Human Participants Ethics Committee on 
28 February, 2023 for three years, Reference Number 24841.



Conclusion and Future Work
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1.We propose a new AMR-based, logic-driven data augmentation method that considers more logical 
equivalence laws than LReasoner, including double negation, contraposition, commutative, and implication 
laws. We used the augmented dataset obtained with our method to conduct contrastive fine-tuning various 
LLMs. Additionally, we fed the augmented data to large language models, such as ChatGPT and GPT-4, which 
ultimately yielded better results than baseline methods.

2.To automatically construct real-world logical reasoning datasets using additional logical equivalence laws, 
such as De Morgan’s Law, we are exploring two approaches: one involves prompting GPT-4, and the other seeks 
to extend our method by utilizing GPT-4 both as an AMR parser and an AMR generator. (Work in progress)



Useful Links
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Project code

Our AMR-LDA has been open-sourced in the project code, and the model weights have been released.

Welcome for more discussion and collaboration!

#1 on ReClor Leaderboard Model Weights



A Systematic Evaluation of Large Language Models on Out-of-Distribution 
Logical Reasoning Tasks

Authored by: Qiming Bao1,2, Gaël Gendron1, Alex Yuxuan Peng1, Wanjun Zhong3, Neşet Tan1, Yang Chen1, Michael 
Witbrock1, Jiamou Liu1

   1Strong AI Lab, NAOInstitute, Waipapa Taumata Rau - The University of Auckland
   2Xtracta, New Zealand
   3School of Computer Science and Engineering, Sun Yat-Sen University, China
The first edition of the Symposium on Advances and Open Problems in Large Language Models (LLM@IJCAI'23)

https://arxiv.org/abs/2310.09430



Outline
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• Task Description
• System Architecture
• Experiment Results
• Case Studies
• Conclusion and Future Work



Research Gap
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• We find that existing large language models like ChatGPT and GPT-4 
perform well on the original publicly available logical reasoning 
datasets. However, their performance on our out-of-distribution test 
examples is poor, suggesting that the models might have seen these 
datasets during training and failed to acquire generalised logical 
reasoning capabilities.



Logical Reasoning Tasks
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α = you have keyboarding skills.
β = you are able to use a computer.
γ = you are able to write your essays using a word 
processing program.

Context: ¬ α → ¬ β, ¬ β → ¬ γ
Option A: ¬ γ → ¬ α
Option B: γ → α
Option C: ¬ γ → ¬ β
Option D: α → γ

A natural language logical reasoning reading 
comprehension example from ReClor[1].

Convert the natural language into logic symbols.

https://whyu.me/reclor/



OOD Logical Reasoning Tasks
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1. Shuffle Option Order

2. Replace the correct option

3. Shuffle and replace the correct option



System Architecture

Strong AI Lab 52



Experiment Results
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Experiment Results

Strong AI Lab 54



Experiment Results
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Case Studies
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Conclusion and Future Work
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1. We found that the model only shows better i.i.d. and o.o.d. performance when the training set exceeds 
10,000 and contains a relatively large proportion of leaked o.o.d data. Otherwise, the model does not 
exhibit improved performance on either i.i.d. or o.o.d. tasks. Moreover, we did not observe that larger 
model sizes offer better performance on out-of-distribution logical reasoning tasks.

2. We observed that for fine-tuned discriminative language models, context-option related, logic-driven data 
augmentation can enhance their performance in o.o.d logical reasoning tasks. However, context-option 
related logic-driven data augmentation did not help generative large language models with o.o.d logical 
reasoning tasks, potentially due to the limitations imposed by next-token prediction.

3. It is worth establishing a more robust logical reasoning evaluation benchmark to assess the logical 
reasoning capabilities of existing large language models. This is because these models run the risk of having 
been trained on, and therefore having learned from, public datasets available on the internet.

4. Using tools like logic programming and integrating chain-of-thought prompting to iteratively enhance the 
o.o.d. logical reasoning capabilities of LLMs is worth exploring. (Working in progress)



Useful Links
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Project Code LIU AI LabStrong AI Lab LR-MRC-Plus

Our proposed three logical reasoning reading comprehension datasets (ReClor-Plus, LogiQA-Plus and LogiQA-v2-
plus have been collected by OpenAI Evals)

Welcome for more discussion and collaboration!


