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• Strong AI Lab is led by Professor 
Michael Witbrock, at the 
intersection of machine learning, 
reasoning, and natural language 
understanding, with an additional 
focus on achieving the best social 
and civilisational impacts of 
increasingly powerful AI.

https://www.ai.ac.nz/sail/



• Qiming Bao is a Ph.D. Candidate at the Strong AI Lab, NAOInstitute, University 
of Auckland, New Zealand, supervised by Professor Michael Witbrock. His 
research interests include natural language processing and reasoning. He has 
over three years of research and development experience, and has published 
several papers in top conferences in the fields of AI/NLP/Reasoning, including 
AAAI/EAAI, ICLR, ACL, EACL, LLM@IJCAI, and IJCLR-NeSy. His method named 
AMR-LDA (GPT-4 + AMR-LDA Prompt Augmentation) has achieved the #1 
ranking on a one of the most challenged logical reasoning reading 
comprehension leaderboards (ReClor) up to now, and two of his logical 
reasoning datasets called PARARULE-Plus and AbductionRules have been 
collected by LogiTorch, ReasoningNLP, Prompt4ReasoningPapers and 
OpenAI/Evals. Qiming has given public guest talks at Microsoft Research Asia, 
Samsung AI Center Cambridge UK, IEEE Vehicular Technology Society, ZJU-
NLP Group, Zhejiang University and The University of Melbourne on his main 
research topic, "Natural Language Processing and Reasoning".
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Research Gap
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• The main challenges in automatic explanation generation are constrained by 
several key factors. 

• First, simulating the process of students writing explanations and generating text 
that closely resembles student-written explanations is a significant hurdle. This 
involves not only replicating the content but also capturing the nuances of how 
students typically articulate their understanding. 

• Second, the scarcity of high-quality datasets that include explanations poses 
another major challenge. Since writing explanations is not mandatory for students, 
there is a limited amount of annotated data available for training models. This 
scarcity makes it difficult to achieve high performance in automatic explanation 
generation. 



An Example for PeerWise Dataset
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Dataset Description
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Experiment Setting

• \paragraph{Settings} We conducted all the instruction fine-tuning for 
Vicuna-13B and LLaMA2-13B MCQ explanation generation and 
evaluation experiments on 8 NVIDIA A100 GPUs with 80G GPU 
memory. We trained our model for 5 epochs, using a batch size of 1 
and a maximum sequence length of 512. We set the learning rate to 
2e-05 and the warmup ratio to 0.03. To leverage the power of multi-
GPUs, we utilised the torchrun tool for training. The sourcecode is 
available [1].

Strong AI Lab 9

[1] https://github.com/Strong-AI-Lab/Explanation-Generation

https://github.com/Strong-AI-Lab/Explanation-Generation


System Architecture “ILearner-LLM”
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Main Experiment Results
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Experiment Results
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Experiment Results
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Experiment Results
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Conclusion and Future Work
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In summary, this study presents an iterative enhancement framework ``ILearner-LLM'' that utilises large 
language models for the generation and assessment of explanations for learner-sourced multiple-choice 
questions. Experimental findings indicate that our iterative enhancement methodology enables advanced 
language models, such as LLaMA2-13B and GPT-4, to produce explanations with superior BLEU and BERT 
scores when compared to merely fine-tuned LLaMA2-13B and GPT-4.

Future research endeavors will focus on expanding the dataset, fine-tuning the models across a diverse range 
of academic disciplines and educational levels, integrating the framework into a live learner-sourcing platform 
to examine learner engagement with the generated explanations, and exploring a meta-learning approach for 
continual refinement based on user feedback.



Useful Links
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Paper link: https://arxiv.org/abs/2309.10444 (Full paper is under reviewed by AAAI/EAAI 2025)

Project code: https://github.com/Strong-AI-Lab/Explanation-Generation

https://arxiv.org/abs/2309.10444
https://github.com/Strong-AI-Lab/Explanation-Generation


Abstract Meaning Representation-Based Logic-Driven Data 
Augmentation for Logical Reasoning

Authored by: Qiming Bao1,2, Alex Yuxuan Peng1, Zhenyun Deng3, Wanjun Zhong4, Gaël Gendron1, Timothy 
Pistotti1, Neşet Tan1, Nathan Young1, Yang Chen1, Yonghua Zhu1, Paul Denny5, Michael Witbrock1, Jiamou Liu1

   1Strong AI Lab, NAOInstitute, Waipapa Taumata Rau - The University of Auckland

   2Xtracta, New Zealand

   3Department of Computer Science and Technology, University of Cambridge, The United Kingdom

   4School of Computer Science and Engineering, Sun Yat-Sen University, China

   5School of Computer Science, The University of Auckland, New Zealand

The Findings of ACL 2024
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Research Gap

Strong AI Lab 18

• Enabling pre-trained large language models (LLMs) to reliably perform logical 
reasoning is an important step towards strong artificial intelligence [1]. The lack of 
available large real-world logical reasoning datasets means that LLMs are usually 
trained on more general corpora or smaller ones that do not generalise well. 

• Logical reasoning is extremely important for solving problems in a robust, faithful 
and explainable way [2] [3], but because logical reasoning is complex for humans to 
understand and difficult to use for constructing data, there is exceptionally limited 
data. This implies that a scarcity of labeled datasets for logical reasoning persists in 
real-world scenarios. Consequently, it is not surprising that these pre-trained 
language models exhibit shortcomings in logical reasoning [4].

[1] Chollet, F. (2019). On the measure of intelligence. arXiv preprint arXiv:1911.01547.
[2] Riegel, R., Gray, A., Luus, F., Khan, N., Makondo, N., Akhalwaya, I. Y., ... & Srivastava, S. (2020). Logical neural networks. arXiv preprint arXiv:2006.13155.
[3] Bansal, A., Schwarzschild, A., Borgnia, E., Emam, Z., Huang, F., Goldblum, M., & Goldstein, T. (2022). End-to-end Algorithm Synthesis with Recurrent Networks: Extrapolation 
without Overthinking. Advances in Neural Information Processing Systems, 35, 20232-20242.
[4] Yu, F., Zhang, H., & Wang, B. (2023). Nature language reasoning, a survey. arXiv preprint arXiv:2303.14725.



Abstract Meaning Representation
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Logical Reasoning Tasks
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α = you have keyboarding skills.
β = you are able to use a computer.
γ = you are able to write your essays using a word 
processing program.

Context: ¬ α → ¬ β, ¬ β → ¬ γ
Option A: ¬ γ → ¬ α
√ Option B: γ → α + (β → α,  γ → β)  using contraposition law
Option C: ¬ γ → ¬ β
Option D: α → γ

A natural language logical reasoning reading 
comprehension example from ReClor[1].

Convert the natural language into logic symbols.

https://whyu.me/reclor/



Logical Equivalence Laws 
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System Architecture
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Construct positive and negative samples

Strong AI Lab 23



System Architecture
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System Architecture

Strong AI Lab 25



Case Study
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Experiment Results
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Experiment Results
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https://github.com/Strong-AI-Lab/PARARULE-Plus
https://github.com/openai/evals/pull/651



Experiment Results
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Human Evaluation 

Strong AI Lab 30

We randomly select 20 samples which are composed of pairs of two sentences from the generated sentences 
using our AMR-LDA and LReasoner-LDA to conduct a survey. We select 45 participants anonymously. We evaluate 
the sentences from two aspects. 
• The first is which sentence is logically equivalent to the original sentence. 
• The other one is which sentence is more fluent. 
From our survey, 63.92% and 76.44% people select the sentences generated by AMR-LDA as the more correct 
logical equivalence sentences and more fluent sentences than the sentences generated by LReasoner-LDA, 
respectively.

The human evaluation has been approved by the University of Auckland Human Participants Ethics Committee on 
28 February, 2023 for three years, Reference Number 24841.



Conclusion and Future Work
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1. We propose a new AMR-based, logic-driven data augmentation method that considers more logical 
equivalence laws than LReasoner, including double negation, contraposition, commutative, and implication 
laws. We used the augmented dataset obtained with our method to conduct contrastive fine-tuning various 
LLMs. Additionally, we fed the augmented data to large language models, such as ChatGPT and GPT-4, which 
ultimately yielded better results than baseline methods.

2. To automatically construct real-world logical reasoning datasets using additional logical equivalence laws, 
such as De Morgan’s Law, we are exploring two approaches: one involves prompting GPT-4, and the other 
seeks to extend our method by utilizing GPT-4 both as an AMR parser and an AMR generator. (Work in progress)

3. Enhancing Large Language Model From Logic Programming And Knowledge Graph. Integrating these models 
with a knowledge graph, which can provide more accurate factual information, and prompting or fine-tuning 
the large language models, presents opportunities to correct and reduce the hallucinations of these models. 
Aside from temporal information, since these large language models are trained based on next-token 
prediction, it is unsurprising that they are not adept at complex logical reasoning tasks. (Work in progress)



Useful Links
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Project code

Our AMR-LDA has been open-sourced in the project code, and the model weights have been released.

Welcome for more discussion and collaboration!

#1 on ReClor Leaderboard Model Weights
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